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1. Introduction 

Focused Interaction (FI)

• Co-present individuals, having mutual focus of attention, interact by 
establishing face-to-face engagement and direct conversation [1]

Hypothesis

• Fusion of multimodal features can improve the overall FI detection

Challenges

• Face-to-face engagement often not maintained

• Conversational partner not always present in the video frame

• Varying illumination

• Varied scenes

Examples from our Focused Interaction Dataset

Existing methods

• Off-line processing of  video clips or photo streams captured in quite 
constrained conditions and interacting people always in view [2, 3, 4]

2. Focused Interaction Detection using Multimodal Features

3. Evaluation
Focused Interaction Dataset

• 19 egocentric videos (378 mins) captured using a 
shoulder-mounted GoPro Hero4 at 18 different 
locations and with 16 conversational partners

Observations

• Fusion of multimodal features is useful for 
discriminating no FI and FI (walk) when using SVM 
with RBF kernel

• Face track and VAD scores are significant for 
discriminating FI (non-walk)

Limitations

• Sound from nearby surroundings influenced the VAD

• Low illumination scenarios affected the face tracker

HOG:   Histogram of Oriented Gradient

KLT: Kanade-Lucas-Tomasi Tracker

HOOF: Histogram of Oriented Optical Flow [5]

VAD: Voice Activity Detection [6]
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4. Conclusion and Future Work
• Automatic online classification of Focused Interaction in continuous, 

egocentric videos

• Multimodal features: face track, VAD and camera motion profile

• Best performance with multimodal feature fusion and SVM with RBF kernel

• Future work involves the use of recurrent neural network for classification 
and to extend this work to identify conversational partners
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An outdoor night-time FI scenario with weak visual cues due to low illumination
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FI in which conversational partners are in the field of view of the camera

FI in which the conversational partner is no longer in the field of view as the interaction occurred 
while walking
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